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What is the paper we’re 
talking about?

(If you want to read more after this session and get information 
straight from the source, this paper is a good place to start.)

F. Arute, et al. “Quantum supremacy using a 
programmable superconducting processor.” 
Nature 574, 505 (2019)



What is quantum computational 
supremacy?

• Google’s quantum computer has been used to perform a computation that takes 
even a supercomputer much longer to do. (200 seconds vs >2.5 days) 

• Quantum computational supremacy is usually defined as the regime where a QC 
performs a computation that cannot be plausibly performed classically. (It seems like 
Google is not actually quite at this point yet, but because the difficulty of simulating a QC grows exponentially 
in the number of qubits, they just need to add another 10-20 more qubits to be solidly in the supremacy 
regime.) 

• Important caveat: supremacy experiments solve a very contrived computational 
problem (more on this later). Nevertheless, this is a massive milestone. Think of it 
like the moon landing: it’s not directly useful (e.g., by giving us practical access to 
resources on the moon), but is a milestone human achievement that paves the 
way for future human exploration and technology that is useful. Other analogies: 
Sputnik; Wright Flyer.



What task did Google’s QC perform?

Black BoxCircuit C
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randomly from 
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It is understood that classically sampling from 
DC(x) is hard. 

See: A. Bouland, et al. Nature Physics 15, 159 (2019) 
         S. Aaronson and S. Gunn. arXiv:1910.12085 (2019)
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Figure modified from: F. Arute, et al. Nature 574, 505 (2019)
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For those already familiar 
with QC, the distribution is:

Random-Circuit Sampling



The exact hardware used is not particularly 
important. (At least not conceptually / from a user’s perspective.)

• Google’s QC uses superconducting-circuit qubits. However, their 
experiment, and quantum computers in general, can be 
understood without any knowledge of the underlying hardware. 
The abstraction layer that is relevant in this session is the one of 
quantum circuits. 

• It is an accident of history that this supremacy-related milestone 
has been achieved using superconducting-circuit qubits. There 
are multiple other candidate physical platforms with which one 
can build quantum computers, and in which we will likely soon 
see similarly powerful machines. Trapped-ion and neutral-atom 
platforms are very advanced. There is also much interesting 
progress in photonic quantum computers. Semiconductor-
quantum-dot qubits are still being actively pursued. All of these 
technologies are undergoing active development in academia 
and in industry. 

• Take-home message: you don’t need to worry about the 
hardware details of how Google built their computer if you don’t 
want to, although of course the hardware-inclined among you 
will likely find this very interesting too!

Figure credit: New York Times



Is this the first ever quantum computer?
• No! But it is the first to have enough qubits and be low-noise enough to 

be faster than a supercomputer at some task.* 

• Very brief history: 
• 1998: NMR 2-qubit QC (Deutsch’s Algorithm) 
• 2001: NMR 7-qubit QC (Shor’s Algorithm) 
• 2009: Superconducting-Circuit 2-qubit QC (Grover’s Algorithm) 
• 2009: Photonic 4-qubit QC (Shor’s Algorithm) 
• 2016: Trapped-Ion 11-qubit QC (Shor’s Algorithm) 
• 2018: Superconducting-Circuit 9-qubit QC (Random Circuits) 
• 2019: Superconducting-Circuit 53-qubit QC (Random Circuits)

* A criterion generally agreed upon in the community as being necessary for a QC to be called a QC is that it should be programmable. There have been some quantum simulators demonstrated 
over the past few years that may or may not be hard to simulate on the supercomputer, but they are not generally considered contenders for quantum computational supremacy because of their 
lack of programmability.



Error Correction and Fault Tolerance

• Physical qubits are intrinsically noisy. Despite this, at the scale of 
10’s-100’s of qubits, and with circuit depths of 10’s-100’s of gates, we 
can perform some meaningful computations that deliver a speedup 
over classical computing. (Google has now demonstrated this for one particular computation.) 

• Most quantum algorithms need numbers of qubits and circuit depths 
that are far beyond what can feasibly be run without correcting errors 
that occur due to noise. 
• The solution to this has been worked out in principle – one needs to 

build a fault-tolerant QC that incorporates error correction – but a lot 
of work remains to be done to build a fault-tolerant QC in practice. 
• This is arguably the central challenge for QC for the next 10-50 years.



We are not yet at the point where QCs can run most 
known quantum algorithms and deliver speedups.

• Explicitly: 
• Shor’s Algorithm cannot run at meaningful scale on pre-fault-tolerant QCs, so 

we do not expect Shor’s Algorithm to become practically useful for factoring 
large numbers for at least 10 more years. 
• Grover’s algorithm also cannot run at meaningful scale on pre-fault-tolerant 

QCs, so we similarly do not expect Grover’s Algorithm (or derivatives thereof) 
to become practically useful for at least 10 more years. 
• Combining these two predictions: it is not likely that public-key cryptography 

or cryptocurrencies will become vulnerable to attacks from QCs for at least 10 
more years.

If you want to read more about this, see: D. Aggarwal, et al. “Quantum attacks on Bitcoin, 
and how to protect against them.” arXiv:1710.10377 (2017)



What might* near-term quantum 
computers be useful for?
• Quantum Simulation 
• Variational Quantum Eigensolver (for Chemistry, Physics, Materials Science) 
• Tensor Networks (for High-Energy Physics) 

• Optimization 
• Quantum Approximate Optimization Algorithm 

• Machine Learning 
• Quantum Neural Networks

* Nobody knows for sure that near-term quantum computers will actually be useful for any practical application. But it’s certainly interesting to 
try find out what, if anything, we can benefit from running on near-term quantum computers now that we have machines we can play with!

If you want to read more about the above, there are several paper suggestions 
in the NISQ reading list at: http://mcmahon.aep.cornell.edu/research.html

http://mcmahon.aep.cornell.edu/research.html
http://mcmahon.aep.cornell.edu/research.html


How to study quantum computing at 
Cornell
• Coursework 
• PHYS 4481 / CS 4812: Quantum Information Processing 
• AEP 2550: Quantum Information Hardware Engineering (new in Spring 2020) 

• Research 
• AEP 4900: Independent Study in Engineering Physics 
• PHYS 4490: Independent Study in Physics 
(And Independent Study in other departments, depending on which faculty member you work with.)

Look out for a new Quantum Science and Engineering at Cornell website that will be launched, 
which will contain a comprehensive list of people at Cornell working on topics related to 
quantum computing, as well as other useful resources for students wanting to get involved in 
quantum research. (Contact person: Mark Hurwitz)


