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Performance difference equality for the MDP



PPO framework

Collect Trajectories on old policy with Monte Carlo simulation



PPO framework

Estimate Value function



PPO framework

Update function approximator



PPO framework

Estimate Advantage Function



PPO framework

Maximize Surrogate Objective, Update Policy Net



Value function approximators

1. Fully connected neural network with embeddings

1. Input layer includes time, car state and passenger 

state. Time has very different scale than the other 

two.

1. Estimate the state value with Monte-Carlo method

1. Use Adm as optimizer and Mean squared error as 

the loss function to train the neural network



Policy Network

1. Fully connected neural network with embeddings

1. Input layer includes time, car state and passenger 

state. Time has very different scale than the other 

two.

1. Output is a distribution over entire action space

1. Use Adm as optimizer and objective is specified by  

(3.4)



Key hyper-parameters

Key hyper-parameters Feng et. al’s 

implementation 

Our implementation

# of episodes per training 

iteration 

300 25

Clipping epsilon (with 

decay)

0.2 0.05

# of passes for value net 

training 

10 20

# of passes for policy net

training 

3 3

(Initial) learning rate for 

policy net training

0.00005 0.00001



Numerical results



Future work

The atomic action space is linear in R^2, where R is the number of grids 

considered in the whole area.

Consider a multi-agent setting where we take each grid as an agent so that each 

agent can have a R-dimensional action space (way smaller than the original 

model) 


