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Implementation details

● Two separate neural networks for actor and critic

● Initial Policy: train initial actor with a TBS policy

● Value function estimation: TD(1)

● Normalized Advantage function

● Maximization/Minimization using Adam



Experiment Setup:

Numerical results and comparison with other group:

Experimental Results



Policy Visualization



Policy Visualization



Future Work

● Explore more complex NN structure

● Use multiple actors

● Reward normalization

● Adam annealing


