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Inventory Control

● Positive lead times: after an order for more inventory is placed, there’s a 
delay before it is received 
○ Delay = L time steps

● Lost sales: demand that is not fulfilled disappears from the system and 
cannot be met at a later date
○ p = penalty (per unit) of lost sales

Additionally, inventory has a holding cost: penalty of h=1 per unit of inventory on 
hand at the end of time t

Source: [2]



State/Action Space

It = inventory on hand

xt = (x1,t,...,xL,t) = ‘pipeline’ vector of orders that will arrive in the future

ft
π(It, xt) = action (order placed at time t, depending on policy π)

State space: It , xt must be non-negative

Action space: order placed must be non-negative

Source: [2]



MDP

Goal: minimize long run average cost

Source: [2]

(λ = 1)



Simple Policy

Constant-order policy: the same amount of inventory is always ordered

● characterized by a single parameter r

Xin & Goldberg (2016): best constant-order policy becomes asymptotically 
optimal as lead time grows 

Source: [2]



Optimality Bounds for Constant-Order Policy

Source: [2]



PPO and Parameterization

● Used PPO from Stable Baselines3
● Feature extractor

○ Output is fed as input into policy and value models
○ 2 layers with 64 units each
○ Used default randomized initialization

● Policy
○ Linear model -> add Gaussian noise -> pass through squashing function
○ Initialized weights to be 0 and bias to be optimal constant order amount
○ Decreased initial standard deviation of noise from default of 1 to 1/e

● Value
○ Linear model
○ Used default randomized initialization

Source: [1]



Training/Evaluation Process

● Used rollouts of length 2048 during training on a single episode until 500000 
time steps had been simulated

● Evaluated and saved current policy every ~25000 simulated time steps on 8 
episodes of length 20000

● Repeated this process again for all problems
● Chose the policy with the lowest evaluation cost
● Did a final evaluation on 50 episodes of length 20000 to generate our table



Our Results
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Improving when L is Large (p=99, L=70)
● Decreased initial standard deviation of policy to 1/e^2
● Decreased Adam learning rate from .0003 to .0002
● Increased rollout length to ~49000 during training and total time steps to 

2000000
● Evaluated every ~50000 time steps using 20 episodes
● Achieved ratio of 1.0639 with 95% confidence interval [1.0543, 1.0736] 





References

1. Raffin, Antonin & Hill, Ashley & Ernestus, Maximilian & Gleave, Adam & 
Kanervisto, Anssi & Dormann, Noah. (2019). Stable Baselines3. GitHub, 
GitHub repository, https://github.com/DLR-RM/stable-baselines3

2. Xin,  Linwei & Goldberg,  David (2016).  Optimality Gap of Constant-Order 
Policies Decays Exponentially in the Lead Time for Lost Sales Models.  
Operations Research. 64. 10.1287/opre.2016.1514.


