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This issue of the APDU newsletter focuses on federal economic data, from several different angles.

It begins with Dan Newlon’s discussion of the American Economic Association’s creation of a new Committee on Government Relations, with a number of distinguished members, to aid professional understanding of issues and opportunities regarding federal economic data. He notes the Committee’s interests—in greater data synchronization, greater public discussion of economic data needs, funding of economic data infrastructure projects, and, I’m pleased to say, collaboration with APDU through webcasts and meetings.

AEA is one of six data user associations that belong to APDU, the others being the American Statistical Association, the Council of Professional Associations on Federal Statistics, AcademyHealth (parent of Friends of NCHS), the Council for Community and Economic Research, and the American Association of State Highway Transportation Officials. Most of these groups have joined in the past two years, recognizing the value that APDU adds to their efforts to improve data availability for their members—through APDU’s work to educate data users about agency and program developments and through its serving as a venue to communicate domain-specific interests (e.g., in transportation) to a wider audience. I look forward to working with these associations on topics of mutual interest and it’s my intention to encourage more associations to join and collaborate with APDU.

In the newsletter’s second article, Alicia Robb of the Kauffman Foundation tells about the untimely death of the low-cost, high value Survey of Small Business Finances once conducted every five years by the Federal Reserve Board of Governors. At the dawn of the current recession, the Fed killed the SSBF to save $6 million. The result, Alicia says, is that policymakers are now working in dimmer light as they try to resuscitate small business activity.

The disappearance of the SSBF is emblematic of the recent lack of understanding by some federal officials of the enormous return on investment provided by federal economic statistics. Thankfully, OMB Director Peter Orszag has been very supportive of restoring statistical agency budgets. However, the Federal Reserve Board controls its own funds—Alicia provides it with recommendations for new efforts to help researchers and policymakers grasp the current dynamics of small business finance.
John Abowd’s description of the methods for creating block-level estimates of employment microdata for the Census Bureau’s innovative OnTheMap webtool takes us in several new directions. For one, it’s a longer, far more technical article than we’ve seen in the revamped version of the APDU newsletter. Two, I think it provides us with a glimpse of a possible future of the federal management of public microdata. Recipients of APDU Data Update know that there has been controversy of late in the Census Bureau’s issuance of PUMS. Sophisticated information technology makes protection of microdata confidentiality increasingly difficult. The synthetic data methodology, as described by John, offers the potential for an alternative approach to producing PUMS. See what you think. Also, please let me know (president@apdu.org) your reaction to including this more technical article in the newsletter.

A few final notes. First, Patty Becker’s lively discussion of the March COPAFS meeting is posted on the APDU website. Second, you recently received an APDU Data Update that tells you about data initiatives across an array of federal department and agency Open Government Plans published on April 7. Several APDU members are looking through these plans to identify those that may be of interest to the membership—stay tuned, we’ll let you know what they find.
Last year, the American Economic Association (AEA) established the Committee on Government Relations. Katharine Abraham (University of Maryland) is the chair of the new committee. Other members include

- Angus Deaton (past AEA President and Princeton)
- Catherine Eckel (University of Texas-Dallas)
- Robert Hall (AEA President and Stanford)
- Robert Moffitt (John Hopkins)
- Charles Plott (California Institute of Technology)
- Richard Schmalensee (MIT)
- Charles Schultze (Brookings Institution)
- James Smith (Rand Corporation)

Rebecca Blank (formerly of the Brookings Institution) served as a member of the Committee until she was confirmed as Undersecretary of Commerce in June 2009. The Committee hired me as the AEA Washington representative because I am well-known to economists and very familiar with the concerns of the economics profession due to my long service as a National Science Foundation program officer prior to retiring last August.

The Committee’s Mission

The mission of the Committee and the AEA’s Washington representative is to obtain information about legislation, regulations and agency decisions pertinent to the scientific interests of the AEA and to keep its members informed about these developments and about opportunities for obtaining funding for economic research. We are especially concerned about the infrastructure that underpins economic research and we give a high priority to monitoring government activities that support and strengthen the resources for economic research, especially economic data.

Data Sharing and Synchronization

As one of its first activities, the Committee has become involved in informing economists about
potential changes in the IRS code to facilitate sharing of business data for statistical purposes among Census, BEA, and BLS. Federal statistics depend on two business establishment lists, one maintained by Census and the other by BLS. A study in 2006 found that 33 percent of the matched establishment firms on the two lists had been assigned different industry codes. However, Census and BLS cannot synchronize the two lists because the Census data are derived in part from business tax information and BLS is not allowed access to federal business tax data. BEA is currently permitted to access only corporate tax data, but U.S. businesses are trending away from the corporate form. As a result, BEA is doing more imputation of business incomes.

The consequence of these data access problems is a substantial and growing problem with the accuracy and consistency of important government statistics. The Confidential Information Protection and Statistical Efficiency Act of 2002 (CIPSEA) authorized Census, BEA, and BLS to share business information for statistical purposes but did not make the necessary changes in the IRS code to permit sharing of data that are co-mingled with business tax data among the three agencies. The solution is to amend the Internal Revenue Code, consistent with the intent of CIPSEA, to permit BEA limited access to federal tax data on proprietorships and partnerships; and to permit the Census Bureau to share limited tax data with BLS for the purpose of synchronizing business registries.

The State of Publicly Available Economic Data

We are partnering with the AEA’s Committee on Economic Statistics (AEAS) to assess and publicize the data needs of economists. AEAS has issued a report on its website [http://www.vanderbilt.edu/AEA/AEAS/data_needs.htm](http://www.vanderbilt.edu/AEA/AEAS/data_needs.htm) on the state of publicly available data for the study of public economics and will shortly issue another report on publicly available data for the study of international trade and investment.

The two committees will disseminate these reports jointly to economists for comments and additional ideas and will also work together to help publicize the recommendations of these reports. The two committees are also interested in partnering with other organizations by co-sponsoring roundtables, workshops and conference sessions on data needs and disseminating the results to economists. Proposed partnerships will be reviewed jointly by the two committees.

Opportunities for Public Comment on Federal Data

We are partnering with APDU to publicize to economists APDU’s web-based listing of Federal Register requests for comment on federal data collection activities. Having access to this listing should be of value to economists who use data collected by the federal government and may wish to weigh in when changes to those data collections are proposed. There is a new link on the
AEAStat website to the Opportunities for Public Comment on Federal Data Collections table on APDU’s website.

We are currently discussing co-sponsoring webcasts and professional meetings with APDU to better inform economists about the resources provided by statistical agencies for economic research and to get more inputs from economists about statistical agency plans. We plan to work closely with APDU, COPAFS and the statistical agencies to collect and disseminate information to and encourage feedback from AEA members about new data products, methodological issues, and special initiatives of the statistical agencies.

An Inventory of Ideas for Future Investments in Economic Data

We are concerned that economists are not taking advantage of opportunities at NSF and NIH for funding of investments in scientific infrastructure, i.e., the data, computational and other resources that underpin basic and applied economic research. The committee has begun to assemble an inventory of infrastructure ideas and will use this information, whenever special infrastructure funding opportunities occur, to disseminate information to those who might, if encouraged, submit proposals for infrastructure projects that would benefit economics. We are interested in learning about ideas for infrastructure projects that satisfy the following criteria:

- Have large potential benefits to public policy and government decision-making, and/or positive externalities to significant groups of professional economists beyond those directly funded by the project;
- Require significant funding, and are unlikely to be funded by alternative sources;
- Do not fall within the scope of normal statistical agency developmental work;
- Are reasonably on-going and durable, though not necessarily permanent; and
- Involve multiple researchers directly or indirectly (possibly through advisory committees).

Your Ideas Are Welcome

Please help us. If you have an infrastructure project idea you would like to have added to our inventory, send a brief (one to two) paragraph description by e-mail to dan.newlon@aeapubs.org along with the name(s) of those who might, if encouraged, submit a proposal for implementation of the project. We will use this information to encourage infrastructure projects that would benefit economists. We also welcome suggestions on how our new committee might better accomplish its mission.

Comments or questions? Please feel free to contact the author at dan.newlon@aeapubs.org.
Beyond the Late, Lamented Survey of Small Business Finances

Alicia Robb, Senior Research Fellow
Kauffman Foundation for Entrepreneurship

Working in Dim Light

While the Obama administration touts the importance of entrepreneurship and small businesses in our country’s recovery, they have put little emphasis on the collection of data that would allow us to better understand the dynamics of new firms or the determinants of business success and job creation. Further, while access to credit has played a leading role on the political stage, policy responses have been based on anecdotal data and speculation. Consequently, fundamental questions about the impact of the economic crisis on small businesses remain, largely because of a lack of data.

A few years ago, the Survey of Small Business Finances (SSBF), the main source of data on small business financing, was cancelled by the Federal Reserve Board. The SSBF had provided detailed information on the use of credit and other financial services by small businesses every five years beginning in 1987. There are no data available after 2003. The Federal Reserve stated the survey was cancelled for financial reasons and the survey had been conducted four times in varying economic conditions. Yet, less than a year after the cancellation, the worst financial crisis hit the United States since the Great Depression. Unfortunately, the nation now has no demand-side data to investigate the impact of this financial crisis on small business financing or firm performance. And cross-country comparisons are impossible because we don’t have any small business financing data.

It is ironic that a survey that could shed light on the impact of a financial crisis on the state of small business financing was cancelled due to budgetary concerns when the government has spent hundreds of billions of dollars on other matters arising from the crisis. The survey cost about $6 million dollars over a five-year survey period, more of a rounding error to the Fed than a significant investment. What a pity that we have no data for 2008—a year of great interest for policy purposes.

Current, Less-Than-Perfect Data Sources

What can we do without the SSBF? Today, our knowledge of the demand-side conditions of small business lending comes from the Federal Reserve’s Senior Loan Officer Opinion Survey on Bank Lending Practices. October 2009 survey data show banks indicating that demand factors
and economic conditions were more important in holding down lending activity than were
concerns about bank capital. Banks reported weaker demand for commercial and industrial
(C&I) loans.

Additional evidence on the demand for loans is provided by a monthly survey of small
businesses conducted by the National Federation of Independent Businesses. Survey responses
indicate that conditions remained tight among small businesses interested in obtaining credit.

On the supply side, information on small business financing comes from financial institution Call
Report data. However, loan size is used as a proxy for small business lending, rather than firm
size. Loans of one million dollars or less are considered to be small business loans. Using that
proxy, we find that total business loans and small and medium enterprise (SME) loans increased
between 2007 and 2008; however, the SME share in business loans declined, as did the share of
long-term loans in total SME loans. Further, the Federal Reserve reported in December 2009 that
net bank lending had declined by nearly $1.5 trillion over the year and, of course, small business
lending declined as well (CNNMoney.com, January 18, 2010). Domestic banks have been
tightening standards and terms since early 2008 for C&I, although the net percentage of banks
that tightened standards and terms has continued to decline in the final months of 2009.

Recent research by the Kauffman Foundation revealed that most SME start-ups need modest
amounts of debt finance. But it is on these small sums that banks charge higher interest rates and
require more collateral. For example, in mid-2009 an enterprise paid 4.5% in interest for a small
loan up to $100,000 and had to provide collateral worth 88% of the loan, while for a loan of $1
million to $9.99 million, the enterprise paid only 2.29% in interest and provided collateral worth
only 47% of the loan (Federal Reserve, Survey of Business Lending, September 18th, 2009).

Recognizing that current information sources are insufficient, the Secretary of the Treasury has
called for new reporting requirements on bank lending to small businesses. Bank regulators
were asked to require every bank to report their total lending to small businesses in their regular
quarterly reports starting in 2010. The thought was that this requirement would improve
transparency in small business lending and make it easier to judge how well government
programs were working to stimulate bank lending.

However, these data will be reported by loan size and not firm size, which doesn’t make a lot of
sense. One can imagine a firm with 250 employees (which would be categorized as small)
having credit needs in the tens of millions of dollars, so this classification of SME loans as loans
of one million dollars and under most likely measures SME lending with quite a bit of error.
The only real solution is to require banks to report their loans by firm employment size, ideally
in categories such as <5 employees, 5-9 employees, 10-49 employees, 50-249 employees, 250-
499 employees, and >500 employees.
**Turning Up the Wattage**

So what do we need to generate meaningful, accurate data on small business financing?

First, the Federal Reserve Board should revive the highly detailed SSBF so that financial institutions, researchers, and policy-makers can understand how small businesses finance their operations and how financing affects job creation, firm performance, and innovation.\(^1\)

But a revived SSBF is not enough. In non-SSBF years, the Federal Reserve Board should carry out a survey of small business owners that asks a limited number of questions about:

- amounts, sources, and costs of loans outstanding,
- number of loan applications and their outcomes,
- occurrence of not applying for fear of denial
- amounts, sources, and costs of equity financing
- number of equity applications and their outcomes
- occurrence of unmet financing needs
- firm, owner, and industry characteristics

Further, on the supply side, the Federal Reserve Board should conduct three quarterly activities:

- financial institution reporting of lending by firm size
- a survey of loan officers on credit conditions, including supply, demand, interest rates, and fees
- analysis of small business credit card financing and personal credit card financing used for businesses

Until the federal government puts the topic of small business finance on its priority list, the nation will not have the data it needs to gauge the health of its small business financing sector or how small business financing in the United States compares with other countries or over time within the United States. The cost of the proposed activities would be a drop in the bucket and the benefits to the economy would be enormous.

Comments or questions? Please feel free to contact the author at arobb@ucsc.edu.

---

\(^1\) See [http://www.federalreserve.gov/Pubs/oss/oss3/ssbf03/ssbf03home.html](http://www.federalreserve.gov/Pubs/oss/oss3/ssbf03/ssbf03home.html) for a copy of the SSBF questionnaire.
**Overview**

This article discusses the statistical underpinnings of *OnTheMap*, the Census Bureau’s graphical statistical system that displays workplace and residential distributions with geographic resolution to the census block level. Although the data superficially resemble a small-area estimation system, there are important differences that I attempt to elucidate in this short note.

The most important difference is that *OnTheMap* and its sister product, the *Quarterly Workforce Indicators*, are built from a comprehensive longitudinally integrated job frame. Hence, the micro-data and the associated tabulations more closely resemble censuses than survey-based estimates. Statistical universes are usually defined in terms of either households or business establishments. Longitudinally integrated job data define their universe in terms of the pair—a business and an individual who is a statutory employee. The most important difference between a job frame and either a household or establishment frame is that the frame itself is the result of behavioral links between the individuals and businesses that form and dissolve as a consequence of economic activity. Hence, even a perfectly implemented, complete job frame—one that contains information on every active employer-employee pair in the economy—is the realization of a process in which many of the unobserved pairs in a given period could have occurred but didn’t. This “random graph” feature of the longitudinal job frame provides the conceptual impetus for using probability models to describe the frame and its associated tabulations even though there is no sampling of jobs to form any of the summary estimates.

In preparing the public-use files for *OnTheMap* and the *Quarterly Workforce Indicators*, the Longitudinal Employer-Household Dynamics (LEHD) program at the Census Bureau makes use of both frequentist (sampling-theoretic) and Bayesian methods, following the “pragmatic” approach advocated by Rubin, Little, and others.

---

1 I am grateful to Jeremy Wu, ADC for the Longitudinal Employer-Household Dynamics program in the Center for Economic Studies at the Census Bureau for many helpful comments on this article. This program is funded as part of the Local Employment Dynamics initiative in the Census Bureau’s 2010 budget. The opinions in this article are those of the author alone and do not represent the opinions of the U.S. Census Bureau or any of the sponsors of the LEHD program. Funding from the National Science Foundation is gratefully acknowledged.


Conventional Small-area Estimation Compared to Geographically Detailed Tabular Summaries

In conventional small-area estimation there are limited data on the concepts of interest measured at the geographical level of interest, and these are usually survey-based responses. For example, small-area poverty estimates from the Census Bureau’s Small Area Income and Poverty Estimates (SAIPE) program are based on the American Community Survey (since 2005) supplemented with Decennial Census data aggregated to the geographic level of interest, Internal Revenue Service (IRS) data aggregated to the state level, and Supplemental Nutrition Assistance Program (SNAP) data aggregated to the county level. The main poverty measures come from the ACS, which is a sample survey. Because the primary variables of interest are directly measured in sample surveys, conventional small-area estimation uses models to relate measures that can be observed with precision at the appropriate geographic level to the survey measures of interest. Then, these models are used to estimate the small area mean and the reliability of that mean. Continuing with the SAIPE example, the ACS measure of the appropriate income or poverty variable is modeled using the data from the Census of Population, IRS, and SNAP as predictors.

In contrast, administrative record-based systems like OnTheMap use the universe of outcomes of interest measured directly at the geographical level of interest. Consequently, such systems more closely resemble census tabular summaries than small-area estimates. For example, in OnTheMap the main employment outcome is defined by counting all individuals who appear in the job frame at the same employer in the first and second quarters of the year. This variable is then refined to keep one such job when an individual has several with that “primary job” selected as the one that produced the highest earnings in the second quarter of the relevant year. The job is then geo-coded to a residence based on the best available residential address for the data year and to a workplace based on the best available workplace address for the second quarter of the calendar year. There is no sampling or model-based estimation of the measure of interest (employment and potential commute patterns). The primary reliability issues revolve around coverage, edits, imputation, and confidentiality protections applied to the underlying database to generate the tabular summaries. There is no classical sampling error, and any random estimation error stems from the properties of the edit and imputation models. Modern confidentiality protections also induce randomness in the published data, by design.

Coverage

The block-level data published in OnTheMap are aggregated from the LEHD Infrastructure File System (Abowd et al. 2009). These data constitute a comprehensive job frame based primarily on Unemployment Insurance wage records, which record the amount paid to a statutory employee by a UI-covered employer during a calendar quarter. The UI wage records and the

---

4 See Fay and Herriot (1979), Rao (2003), and Bell (2008).
5 This is the view from 10,000 meters. See [http://www.census.gov/did/www/saip/index.html](http://www.census.gov/did/www/saip/index.html) (cited on March 25, 2010) for details.
Quarterly Census of Employment and Wages (QCEW) establishment data are provided to the Census Bureau via the Local Employment Dynamics (LED) federal/state partnership. The UI wage records contain Social Security Numbers (SSNs), which allow administrative record linking to individual/household frames, and state Unemployment Insurance account numbers, which allow administrative record linking to business frames, in particular the QCEW and Census Business Register.

Private employer coverage for non-agricultural jobs is nearly universal. At the business establishment level, the relevant universe is the QCEW, which the Bureau of Labor Statistics estimates to cover over 96% of all wage and salary civilian jobs. At the job level, the main coverage discrepancy with the QCEW occurs because federal and USPS employees receive unemployment insurance through a different administrative agency. Federal and USPS employers do not file UI wage records, and are, therefore, not covered by the current LEHD job frame. Efforts to integrate federal employees using their Office of Personnel Management records are underway as part of the congressionally funded FY2010 Local Employment Dynamics initiative.

**Input Data Sources and Vintages**

In addition to UI wage records and QCEW establishment data, which are updated quarterly as part of the LED federal/state partnership between the Census Bureau and state Labor Market Information offices, many other data sources are linked to the basic infrastructure file system. Different vintages of the Master Address File, the Census Bureau’s residential address frame; the Personal Characteristics File, a file derived from the Social Security Administration’s Numident registry of SSNs; TIGER line and shapefiles, the official descriptions of Census geography; and the Composite Person Record, an output of the Statistical Administrative Records System. Each of these input files is, to a greater or lesser extent, partially dependent upon information from the others. Consequently, maintaining vintage consistency and accuracy is a major challenge to the data integration effort.

The sources listed in the previous paragraph are the major input data integration sources, but many other sources are currently used, and are planned for use in the near future. These include Census 2000, the American Community Survey (from 2005), annual March supplements to the Current Population Survey, all panels of the Survey of Income and Program Participation, the American Housing Survey, the Census Employer and Non-Employer Business Registers, Economic Censuses, Annual Economic Surveys, additional Statistical Administrative Records System (StARS) data, and administrative data from other agencies. Much of this integration effort is already underway at the Census Bureau.

---

Edits

In principle, every UI wage record should link to valid individual data based on the SSN\textsuperscript{7} and to a UI-covered business via the UI account number.\textsuperscript{8} Detailed analyses of the reliability of these identifier systems have been published elsewhere.\textsuperscript{9} The primary edits to the identifiers consist of recoding some SSNs that have been determined to be erroneous and recoding some SEINs to enhance the longitudinal integrity of the identifier.

In fact, some of the primary edits occur when the employment counts from the UI wage records are compared to the employment counts for each UI account. This comparison, which is performed each quarter using the complete historical job frame, reveals mismatches that could potentially affect the published data. These mismatches are resolved as follows. First, a knowledgeable staff economist reviews the preliminary data. The analyst’s judgment is used to determine if the submitted data are too incomplete to use. If so, the LED partner state normally corrects this problem and resubmits data. Otherwise, either a programming modification is made to resolve the mismatch or the mismatch is deemed “minor” and is resolved via the establishment-level final weight (Abowd et al. 2009).

Imputation

Valid personal characteristics (birth date and sex) link directly from other Census Bureau sources for about 95% of the SSNs. The remaining missing data are imputed using multiple imputations from a Bayesian Posterior Predictive Distribution (PPD) estimated from the non-missing data. Best residential address information is linked from StARS,\textsuperscript{10} which builds a current address for each calendar year by means of probabilistic record linking of IRS, Medicare, and other administrative data.

Valid establishment characteristics link directly from the Employer Characteristics File system, which is a longitudinal frame of establishments based primarily on QCEW records. Missing NAICS codes and workplace addresses are imputed once based on a longitudinal edit that copies missing information from chronologically close QCEW records.

\textsuperscript{7} The Census Bureau actually removes the SSNs from the confidential data files, replacing them with an internally generated confidential identifier known as a Protected Identification Key (PIK) that is a one-time-pad encryption of the SSN.
\textsuperscript{8} The LEHD Infrastructure file system uses a multi-state unique recoding of the UI account number called a State Employer Identification Number (SEIN) internally.
\textsuperscript{9} See Abowd and Vilhuber (2005) and Benedetto et al. (2007).
The most important imputation in the LEHD Infrastructure File System, and the one with the most serious implications for block-level public-use data in OnTheMap, is the method used to resolve missing establishment identifier information on the wage records for employers that operate multiple establishments within the same state. For most states, this imputation affects 30% to 40% of all jobs. For each job from a multi-unit employer, ten imputed establishments are sampled from a PPD that conditions on the entire demography of establishments and employee histories at the multi-unit UI account being considered. In addition, the PPD uses information about the relative odds of different commute distances (estimated from Minnesota data) to adjust the posterior probabilities. Most of the variation in posterior probabilities comes from the differences in the employment levels of the various establishments within the UI account. Workplace characteristics—NAICS code and address—are taken from the imputed establishment’s data in the appropriate period. All ten imputed values are used in preparing the public-use data.

Once the integrated longitudinal data have acquired residence and workplace addresses, these addresses are geo-coded. More than 80% of the addresses are geo-coded to a rooftop latitude and longitude. Those that cannot be geo-coded to at least a census tract are treated as missing. The missing data model for geo-codes in OnTheMap is also a PPD that uses both workplace and residence geo-codes from the complete data as conditioning information.

Confidentiality Protection

The confidential micro-data that underlie OnTheMap can be summarized by a tabulation that gives the count of all jobs, all private jobs, primary jobs, and primary private jobs for each residence block, workplace block, and value of the conditioning variables—age groups, earnings groups, and industry groups. The residence block represents the residence geo-code of the employee. The workplace block and industry group come from the employing establishment. Age groups are coded from the individual’s linked data. Earnings groups are coded directly from the UI wage record in the frame.

This tabulation is too disclosive to publish in this form. Confidentiality protections are applied in two steps. First, the block-level employment counts are protected using the system developed for the Quarterly Workforce Indicators. When this block-level employment count would have been suppressed under the QWI system, it is imputed using a PPD that conditions on the QWI suppression rules and the distribution of confidential suppressed values. Then, the residence block tabulations for each workplace block are synthesized using a PPD that conditions on the confidential tabulations and prior information that summarizes the confidentiality protection parameters. The residence block tabulation provides formal privacy protection by implementing

---

11 There are more details in Abowd et al. (2009).
12 OnTheMap uses a missing geo-code imputation model that is more sophisticated than the one used in the Quarterly Workforce Indicators, which uses only employer data to condition the PPD.
probabilistic differential privacy.\textsuperscript{14} For computational tractability and improved analytical validity, the residence block PPDs are estimated using a coarsened domain that places the block in a SuperPUMA, PUMA or tract depending upon the distance from the workplace. Given the synthetic data at the coarsened geo-code, blocks are sampled using a PPD that conditions only on the Census 2000 population counts for blocks within the coarsened geo-code.

**Public-use Data**

The public-use data consist of tabulations that contain the employment counts for each workplace block with positive confidentiality-protected employment and each residence block with positive synthetic employment. Summary tabulations for each workplace block (aggregating all residence blocks) and each residence block (aggregating all workplace blocks) are also produced. The data are accessible from the Census Bureau’s graphical mapping application or by direct download.

**Measures of Reliability**

The reliability of the *OnTheMap* data was assessed by comparing the confidentiality protected data (labeled “posterior” in the comparisons below) with the raw unprotected data (labeled “likelihood” in the comparisons below). The reliability measures answer the question: How similar are the public-use data to the confidential data when many block-level comparisons are made? To perform this assessment, every workplace block was coded into one of three size groups: employment of 1-9 persons, 10-99 persons, or 100+ persons. This coding was done separately for each of the 27 unique combinations of age group (14-30, 31-54, 55+), monthly earnings (1-1,250, 1,251-3,333, 3,334+), and industry group (goods producing, trade-transportation-utilities, all others). For each workplace block, residence blocks were coded into five directions (same as workplace, northeast, southeast, southwest, northwest) in reference to the latitude and longitude of the workplace block and eight distances in miles (0, <1, 1-3.9, 4-9.9, 10-24.9, 25-99.9, 100-499.9, 500+). Eliminating structural zeroes there are 29 cells possible for each of the 27 sub-populations.

Table 1 summarizes the analytical validity of the *OnTheMap* data for a typical year for a small, medium, and large state, stratified by the employment level in the block using the Integrated Mean Squared Error (IMSE) as the measure of reliability. Consider the largest of these numbers, 0.02354, the IMSE for a workplace block with very little employment (1-9 persons) in a small state. This IMSE implies a maximum bias of 15% in the estimated distribution of residences for this block (on average) or a maximum estimation variability of the same magnitude.\textsuperscript{15} The smallest of these numbers, 0.00002 for a block with 100 or more employees in a large state has essentially no bias or estimation variability (<0.5% maximum).


\textsuperscript{15} The IMSE is the integrated sum of the squared bias and the variance of the estimated proportions.
Table 1: Integrated Mean Squared Error (Posterior v Likelihood)

<table>
<thead>
<tr>
<th>Workplace block employment</th>
<th>All</th>
<th>1-9</th>
<th>10-99</th>
<th>100+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small State</td>
<td>0.00104</td>
<td>0.02354</td>
<td>0.00093</td>
<td>0.00003</td>
</tr>
<tr>
<td>Medium State</td>
<td>0.00051</td>
<td>0.01327</td>
<td>0.00054</td>
<td>0.00002</td>
</tr>
<tr>
<td>Large State</td>
<td>0.00052</td>
<td>0.01527</td>
<td>0.00063</td>
<td>0.00002</td>
</tr>
</tbody>
</table>

Table 2 summarizes the analytical validity of the OnTheMap data for a typical year using the Kullback-Leibler (KL) divergence as the measure of reliability. Consider the largest of these numbers, 0.13662, the KL for a workplace block with very little employment (1-9 persons) in a small state. This KL implies an average divergence of approximately 14% between the estimated distributions (posterior and likelihood) of residences for this block. The smallest of these numbers, 0.00092 for a block with 100 or more employees in a large state has essentially no divergence (<0.1%).

Table 2: Kullback-Leibler Divergence (Posterior from Likelihood)

<table>
<thead>
<tr>
<th>Workplace block employment</th>
<th>All</th>
<th>1-9</th>
<th>10-99</th>
<th>100+</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small State</td>
<td>0.01210</td>
<td>0.13662</td>
<td>0.02219</td>
<td>0.00215</td>
</tr>
<tr>
<td>Medium State</td>
<td>0.00807</td>
<td>0.11340</td>
<td>0.01650</td>
<td>0.00116</td>
</tr>
<tr>
<td>Large State</td>
<td>0.00715</td>
<td>0.11779</td>
<td>0.01565</td>
<td>0.00092</td>
</tr>
</tbody>
</table>

These results suggest that some caution should be taken when studying workplace areas that are very thinly employed (<10 workers). Otherwise, there is very little discrepancy between the public-use data and the underlying confidential data based on global comparisons of the edited confidential data to the posterior predictive distribution used to create the publication data.

Both the IMSE and the KL divergence are global measures of reliability—that is, they integrate over residential locations, for a given workplace location, and then over workplace locations that meet the stratification criteria (workplace size). Neither one accounts for the fact that the published data are sampled from the relevant posterior distribution. External validity checks suggest that both of these measures correctly summarize the overall OnTheMap reliability; however, as with sampling variability, there can be discrepancies, sometimes large ones, for specific areas. Good statistical practice given the current evidence is that users should try to combine OnTheMap data with other data sources in order to assess the reliability of any particular analysis.

---

16 The KL is reported in log points. Percentage deviations can be calculated as 100 x (exp(KL)-1).
Users should also remember that, as in any statistical system, there can be quality variation in the input data that can compromise any analysis. Such quality variation may be difficult to detect since most of the administrative records underlying the major data sources are confidential. Even if knowledgeable civil servants can detect these anomalies using confidential records that they are authorized to view, there may not be an appropriate publication or correction venue due to the explicit, and overriding, confidentiality protections provided by both federal and state laws. This is not a new problem for statistical agencies, but it is particularly troublesome for a public-use product that is so heavily dependent on administrative records.

Many of the modeling assumptions that underlie OnTheMap and the Quarterly Workforce Indicators would benefit from additional formal statistical analysis. Resource limitations during the LEHD program’s first decade, and continuing computing resource limitations, have made the production of a thorough quality profile difficult to accomplish. This isn’t unusual for innovative Census Bureau programs. The Survey of Income and Program Participation released a quality profile for the 1984 panel in the late 1980s that is comparable to the LEHD Infrastructure technical paper first released in 2006. A full quality profile for the SIPP did not appear until 1998, more than a decade and a half after the first panel.

Conclusions

OnTheMap demonstrates that reliable block-level data can be published from longitudinally integrated employer-employee data with provable confidentiality protection. The primary benefit of this publication is not the block-level tabulations themselves but rather the flexibility that block-level publication provides to users who want to define their own analysis areas. It is important to recognize the explicit tradeoffs in such a system. Using traditional methods, many of the block level reports would have been suppressed from publication. This would have converted the problem to one that more closely resembles traditional small-area estimation because users (or the Census Bureau) would have had to model and estimate the suppressed data. Using modern probabilistic confidentiality protection allows OnTheMap to publish noisy data for every block that are, on average, not substantially biased nor substantially noisy for workplace blocks with moderate (10-99) or high (100+) employment levels. These assessments are only valid when averaged over many analyses constructed from varying block-level summaries. Much additional work is required to provide a more detailed quality profile.

---

18 See King, Petroni and Singh (undated) and Abowd et al. (2006).
19 See Census Bureau (1998).
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