Lecture 28: Course summary

INFO 2950:
Mathematical Methods for
Information Science

One last application: finding
Oburstsodo I n ema




Idea: one way to organize email is to
divide it into periods (by date) in which
some term occurs frequently and when
it occurs infrequently.

E.g. O6preli mb

How could we automatically detect such
Oburstso?
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Suppose we divide email into days, and
check how many emails contain the

term in a day. .
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What might be a reasonable probability 'MM
distribution for the number of emails

containing the term in a day? yce™
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We will need two distributions, one for
when the term is getting mentioned a lot
(the burst) and one when it is not
mentioned so much.
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What should be true of the two
distributions? ) «
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ldea #2

How can we model the transition(s)
between when we have a burst and
when we donot ?
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Now given a bunch of email, how can we

figure out when a burst was most likely
occurring?
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This is (mostly) the idea of a paper of
Kl ei nberg, fnABursts
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Structure i n Streams

Two changes:

A Have lots of states, not just two
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A Use Viterbi to minimize cost, not
maximize probability




Resul t s

intensities
0122 45678

2125199
prelim 1

A/15/98
prelim 2

224100
prelim 1

4111100
prelim 2

1N4/00
prelim 1

1113100
prelim 2

11/15: letter of intent deadline
large proposals
1ne 1115 (large prop )
1116
112100
1/5: pre-propoesal deadline
(large proposals)

214: full proposal deadline
(small proposals)

4H7: tull proposal deadline
(large proposals)

7/11: unofficial notification
(small proposal)

9/13: official announcement
of awards




Applying to texts

Can apply to all the words in a body of
texts and see when those words have
bursts.

Example: Presidential State of the Union
addresses.

Another example: titles from the database
research community.



http://www.cs.cornell.edu/home/kleinber/kdd02/sotu.html
http://www.cs.cornell.edu/home/kleinber/kdd02/sigmod.html

Where have we been?

Introduction, set theory

Probability and statistics (~8 lectures)
Graph theory and algorithms (~8 lectures)
Markov models and algorithms (~6 lectures)

Finite state automata (~4 lectures)




How to detect spam

How does a computer know when a
message is spam?

How does Google Maps work
to find directions?




