Laboratory 1: Types of Model Neurons

Introduction: In this first set of laboratory exercises, you will explore the basic unit of any computational model, the neuron.  This lab will take you through the four types of representations most commonly used by computational neuroscientists, and try to demonstrate the relative usefulness of each.  As you work through the individual exercises, try to pay attention to potential advantages and disadvantages of each arrangement, and think about potential uses.

Part 1: The Biophysical Compartmental Model – This part is NOT mandatory since we have not gone through this in detail. However if you feel like doing it do it. 

1) Load the BioNB330 Software Program.

2) Click on “Tutorial 1: Types of Model Neurons” in the Main Menu.

3) Read the introduction, and proceed to the first model.

4) You will now be presented with a panel of adjustable parameters, as well as three graphs.  The top graph shows the membrane potential as a function of time, the second graph shows ionic conductance as a function of time, and the last graph displays the currents moving across the membrane.  As is convention, inward ionic currents have negative values, while outward ionic currents have positive values.  The opposite is true for the injected currents.  Positive current injection will depolarize the membrane, whereas negative current will cause it to be hyperpolarized.  

Don’t be afraid of these. You don’t have to understand them. Equations:
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Questions: 

1) What does the first equation represent? 

2) What does Ileak represent in the neuron? What is its function?

Task 1) Insert a stimulating electrode into the model neuron by clicking on the diamond next to the “Current Pulse” label, under “Input Type”.  The electrode automatically has a delay of 20 ms, but the amplitude and duration of the pulse input can be changed.  To start, set the duration to 80 ms and the amplitude to 1 nA.  You should see a train of action potentials.  

1) Describe how potassium and sodium interact 

2) What happens if you double the input current amplitude?

3) Draw a graph showing the number of action potentials as a function of input current. 

Try doubling the compartment length, and then halving it, and describe the response of the model upon running the simulator.  When finished, click on “Restore Defaults.”

Task 2) Set the stimulating electrode to inject a sinusoidal input by clicking on the diamond next to the “Sine Wave” label, also under “Input Type”.  This electrode has no built-in delay.  Set the frequency to 50 Hz and maximum amplitude to 1 nA. Describe the response of the neuron.  Now adjust the frequency to 100 Hz.  You should see that the neuron “misses a spike”, in that it fails to fire one action potential.  Why do you think this?  What changes can be made to the cellular parameters to fix this problem? What happens if you further increase the current? 

1) What potential advantages do you see in the use of this type of neuron in practical research?  What are the major drawbacks?

2) If you were able to “fix” the problem described in task 2, why do you think your remedy worked?

3) Why does changing the compartment size affect the response of the neuron to input?

Part 2: The Leaky Integrate-and-Fire Neuron

1)  Click “Next Model” to close the compartmental neuron and move onto the leaky integrate-and-fire neuron.  

2)  Again, you are presented with a panel of parameters, but this time only a single graph, which displays membrane potential versus time.  Currents and conductances are not displayed, as they have all been condensed into a single state variable, M, which is equivalent to the membrane potential.  As the name implies, this model neuron sums all inputs it receives over time, and when the state variable crosses the user-defined voltage-threshold, a spike is fired.  This model also has a membrane decay time constant, which allows the potential to decay back to rest, as well as an absolute refractory period during which the neuron cannot receive input.  The input has a built-in delay of 10 ms.  

Questions: 


1) Draw a graph describing the number of spikes versus input current amplitude. 

2) Repeat 1) with a smaller and a larger membrane time constant. What do you conclude?

3) What does the time constant represent? What parameter in the biophysical model does it correspond to? 
4) If this neuron is constantly summing input until it spikes, why are there input levels that cannot elicit an action potential?

6) What advantages to you see in using this type of model neuron over compartmental model?  What are the disadvantages?

Part 3: The Integrate and Fire Neuron

1.  Click “Next Model” to close the leaky integrate-and-fire neuron and move onto the integrate-and-fire neuron.  

2.  As is likely already apparent, the integrate-and-fire neuron is essentially identical to the previous model with one notable exception in that it does not leak.  That is, there is no membrane time constant.  Once the membrane has been depolarized, it will remain at that state until it is depolarized to threshold at which point it will also reset.

Questions:

1) Draw a graph describing the number of spikes versus input current amplitude. 

2) Are there input levels that cannot elicit an action potential? Why or why not?

3) What advantages to you see in using this type of model neuron over compartmental model?  What are the disadvantages?

Part 4: The McCulloch Pitts Neuron

1.  Click “Next Model” to close the integrate-and-fire neuron and move onto the McCulloch Pitts neuron.

2.  Here is the simplest of the neuronal models, the McCulloch Pitts or Logic Threshold neuron.  When the input exceeds the threshold, regardless of what two values these parameters take, the membrane has a potential of 1.  When input does not exceed threshold, the potential has a value a 0.  The temporal properties of the input are inconsequential; the neuron performs no integration.  Rather, it evaluates total input at each time-step with each evaluation completely independent from all others.  An orange line on the graph displays the threshold.

Run the simulation to see how the neuron works.

As is likely quite obvious, these model neurons are of little interest in isolation.  Their usefulness comes from their computational efficiency when connected in large networks.  Without worrying about the actual equations needed, but taking into account the ability to manipulate output weights, draw and describe schematics to show how neurons of this type could be used to perform the logical operations “AND” and “OR”.  Use the truth table below as a guide if needed.

	Table 1.1: Truth Table for “AND” and “OR”

	A
	B
	A AND B
	A OR B

	1
	1
	1
	1

	1
	0
	0
	1

	0
	1
	0
	1

	0
	0
	0
	0
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