Labmodule: Linear Associator

Introduction:  The learning rules discussed in the previous tutorial can be applied to a number of models of human memory.  In this tutorial, you will explore the properties of one of the more basic memory models, the linear associator.  

In the linear associator, two layers of neurons (layers “f “and “g”) each receive external sensory input.  In addition, the neurons of one layer “feed forward” onto the other; that is, there are synapses from f to g, but not from g to f.  This organization, along with the application of a Hebbian learning rule, gives us the ability to associate a memory recorded in layer f with a memory recorded in layer g (hence the name of the network).  

For example, let’s return to Pavlov’s experiments.  Suppose that, in a dog, neurons of layer f receive input from the auditory system, and neurons of layer g receive input from the olfactory system.  We know if a tone is consistently presented at the same time as food, the dog will eventually become conditioned to respond by salivating to the tone alone.  In the previous lab, we hypothesized that this may have been due to neurons of the auditory system forming synapses directly onto the cortical regions controlling salivation.  However, this is probably not too likely in an actual dog for a number of reasons.  More likely, neurons of the auditory system (layer f) may form associations with the neurons of the olfactory system (layer g), which then in turn synapse on the proper cortical regions.  In this scenario, in the conditioned animal, the sound of the tone alone will recall the memory of the smell of food, which will then lead the dog to salivate.    

In this laboratory, the model has been abstracted to simply contain a “presynaptic” and “postsynaptic” layer.  The exercises will be directed less towards sensory modalities and more towards understanding how the associations are formed, how overlapping patterns of activity can recall non-overlapping associations, and how single patterns of activity can recall multiple memories.  As you are working, try to keep these concepts in an applied frame of mind, thinking of ways in which each could affect an actual experimental paradigm.

1) Load the BioNB330 Software Program.

2) Click on “Tutorial 7: Linear Associator” in the Main Menu.

3) Read the introduction, and proceed to the model.

4) Both the pre- and postsynaptic layer each consists of twenty individual neurons, each assigned a number 1-20.  Right-click on the network box and select the menu item “Add Input” in order to activate the external stimuli.  A diamond will appear next to “Add Input” when this tool is selected.  When active, input can be added by left-clicking on any of the neurons.  A neuron receiving external input will be highlighted in blue.  Select the “Remove Input” tool and click on a highlighted neuron to remove any inputs.  Input can also be added or removed from any neuron using the parameter modification panel.  In order to visualize the membrane potential of an individual neuron during a trial, enter the neuron’s number and layer on the parameter modification panel, and select “Add to Graph.”    As always, click on “Run” to run a series of trials.  After a trial, the neurons that spiked during the trial will turn red on the network box.  A neuron receiving an external stimulus will always spike.  As associations are formed between patterns in each layer, the synapses will “grow” in thickness.

Write down the equations that govern this system. 
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Task 1) Insert stimuli into three pre- and three postsynaptic neurons, and run four trials to begin to train the network.  You should see the synapses “growing” between each neuron.  

Next remove all input from the postsynaptic layer and all but one input from the presynaptic layer, and run a single trial.  What happens?  Now reinsert a stimulus into another one of the neurons of the presynaptic layer that had been previously trained, and run a single trial.  What happens this time?  Finally, reinsert the stimulus into the last of the three presynaptic neurons, and run a single trial. What’s different?  Why these results?  

Reinsert stimuli into the three postsynaptic neurons, and run another four trials.  Remove the stimuli from the postsynaptic neurons, and again run a single trial with input only to one presynaptic neuron.  Any changes?  What about with two active presynaptic neurons? Three?  Explain any differences.

Lastly, reinsert the three postsynaptic inputs and again run four trials.  Remove them, and rerun the three tests.  Again, explain any changes.

Explain what you see in terms of equations. Which parameters in the equations you wrote down effect the behavior of this network? 

Task 2) Here we will start to explore some of the properties of overlapping patterns.  Start by inserting input into three presynaptic neurons and four post-synaptic neurons, and running four trials.  Remove all inputs from both layers.  Insert input into three completely different presynaptic neurons, and again four postsynaptic neurons, keeping two the same from the first four trials, and adding two new ones.  Run four training trials, and remove all inputs from both layers.  

Insert input into any three of the six presynaptic neurons that were trained.  If all three neurons are of the same group, what do you expect to happen?  If there are neurons from both groups of three, what do you predict will happen?  Test both scenarios, and explain the results.

Task 3) Insert stimuli into five presynaptic neurons and three postsynaptic neurons, and run four trials.  Remove input from two of the presynaptic neurons and from all of the postsynaptic neurons.  Insert stimuli into two different presynaptic neurons (so that five are active again) and insert stimuli into four different postsynaptic neurons.  Again, run four trials.  Remove the inputs from the postsynaptic neurons.  Are there any patterns of five neurons of the seven trained that can now elicit activity from only one group of four postsynaptic neurons?  Why or why not?  Are the individual identities of the two postsynaptic activity patterns lost forever?  What are two different ways you can again separate these two postsynaptic activity patterns?

Questions:

1.  Assuming that the conditioning observed in Pavlov’s experiments does rely on a linear associator-like structure, as hypothesized in the introduction, why must the olfactory input always project to the postsynaptic layer?

2.  In these exercises, synaptic weights were only allowed to take on positive values.  What would the inclusion of negative synaptic weights do to these models?  Would they likely increase or decrease the number of different patterns the model is able to store?

3.  How do you think the inclusion of synapses between neurons of the same layer likely change the properties of this network? 

4.  Based on the setup of this particular linear associator model, what problems would arise if the learning rule were changed to work on the principle of STPD?  
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Figure 7.1: A feedforward network with three activated presynaptic and postsynaptic neurons.
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