
LabModule: Auto-Associative Memory

Introduction: Another important model which has aided greatly in our understanding of human memory is the auto-associative memory network.  In the previous model, the linear associator, you saw that two patterns in two different layers of neurons could be associated with each other.  In the auto-associative memory, however, patterns are associated with themselves within a single layer of neurons.  In such a network, once a pattern is stored, it can be recalled in full by exciting only pieces of the original pattern.  

An example of such a network in action could be the act of remembering a phone number.  Assume, for the sake of argument, that you “stored” all seven digits of the number together at some point in the past (presumable before you got a cell-phone and stopped bothering to memorize phone numbers).  Now lets say someone asks you if you can remember the number.  At first, you may draw a blank.  Then someone provides you with the first three-digits of the number.  All of the sudden, the next four coming flowing out effortlessly.  By providing just a few pieces, the larger pattern could be recalled.  This is precisely how an auto-associative memory works.

Structurally, auto-associative networks have many common properties.  Most importantly, they contain a large amount of feedback within the network, made up of extensive recurrent excitatory synapses.  In addition, as would be expected in any network expected to “learn”, the synapses are susceptible to plasticity by some sort of Hebbian or similarly employed learning rule.  Often, the neurons of such networks are susceptible to a great deal of neuromodulation as well.   

Part 1: Auto-Associative Memory

1) Load the BioNB330 Software Program.

2) Click on “Tutorial 8: Auto-Associative Memory” in the Main Menu.

3) Read the introduction, and proceed to the first model.
4) This tutorial employs a model consisting of one hundred neurons; each connected to every other neuron by an excitatory synapse.  Control of the network, placement, removal of external stimuli, and visualization of individual neurons all use the same controls as the previous tutorial.  Unlike the previous tutorial, either one of the two previously discussed learning rules can be used to train the network.  For the purposes of these lab exercises, we will mostly be using the basic Hebbian Learning rule.  

Write down the equations governing such a model. What are the parameters? 
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Task 1) Insert stimuli into the network to store a unique pattern (for example, a smile).  Run a single trial.  Though they won’t be drawn on the screen in this lab, the synaptic connections between all of the active neurons do increase in strength.  Remove all the stimuli from the network, and the reinsert just a few, and run another trial.  What happens?  If the pattern is not recalled, try reinserting a few more inputs.  Figure out a way to test what percentage of the pattern must be excited externally in order to recall the whole pattern, and what variables affect this percentage.

What can you change to make the network capable to restore a pattern with fewer inputs? Name at least three parameters and test two of these. 

Task 2) Using the limitation of only one trial as the training session, determine the maximum amount of overlap (in number of neurons) two patterns can have and still be recalled separately, when recall involves only external input into non-overlapping units.  

Figure 8.1: An auto-associative smile.
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